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#### Abstract

The aim of this paper is to study the qualitative behavior of solutions of nonlinear differential equations of the third order with quasiderivatives. In particular, we give the necessary and sufficient conditions for the existence of nonoscillatory solutions with given asymptotic behavior as $t \rightarrow \infty$. These conditions are presented as integral criteria involving only the coefficients of investigated differential equations. In order to prove some of the results, we use a topological approach based on the Schauder fixed point theorem.
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## 1 Introduction

We consider the third order nonlinear differential equations with quasiderivatives of the form

$$
\begin{equation*}
\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+q(t) f(x(t))=0, \quad t \geq a . \tag{N}
\end{equation*}
$$

Throughout the paper, we always assume that

$$
\begin{gather*}
r, p, q \in C([a, \infty), \mathbb{R}), r(t)>0, p(t)>0, q(t)>0 \text { on }[a, \infty),  \tag{H1}\\
f \in C(\mathbb{R}, \mathbb{R}), \quad f(u) u>0 \quad \text { for } u \neq 0 . \tag{H2}
\end{gather*}
$$

For the sake of brevity, we put

$$
x^{[0]}=x, x^{[1]}=\frac{1}{r} x^{\prime}, x^{[2]}=\frac{1}{p}\left(\frac{1}{r} x^{\prime}\right)^{\prime}=\frac{1}{p}\left(x^{[1]}\right)^{\prime}, x^{[3]}=\left(\frac{1}{p}\left(\frac{1}{r} x^{\prime}\right)^{\prime}\right)^{\prime}=\left(x^{[2]}\right)^{\prime} .
$$

The functions $x^{[i]}, \mathrm{i}=0,1,2,3$, we call the quasiderivatives of $x$. In addition to (H1) and (H2), we will sometimes assume that

$$
\begin{equation*}
\liminf _{|u| \rightarrow \infty} \frac{f(u)}{u}>0 \tag{H3}
\end{equation*}
$$

By a solution of an equation of the form $(N)$, we mean a function $w:[a, \infty) \rightarrow$ $\mathbb{R}$ such that quasiderivatives $w^{[i]}(t), 0 \leq i \leq 3$, exist and are continuous on the interval $[a, \infty)$ and it satisfies the equation $(N)$ for all $t \geq a$. A solution $w$ of equation $(N)$ is said to be proper if it satisfies the condition

$$
\sup \{|w(s)|: t \leq s<\infty\}>0 \quad \text { for any } t \geq a
$$

A proper solution is said to be oscillatory if it has a sequence of zeros converging to $\infty$; otherwise it is said to be nonoscillatory. Furthermore, equation $(N)$ is called oscillatory if it has at least one nontrivial oscillatory solution, and nonoscillatory if all its nontrivial solutions are nonoscillatory.

Let $\mathcal{N}(N)$ denote the set of all proper nonoscillatory solutions of $(N)$. The set $\mathcal{N}(N)$ can be divided into the following four classes in the same way as in $[2,3,5]$ :

$$
\begin{aligned}
& \mathcal{N}_{0}=\left\{x \in \mathcal{N}(N), \exists t_{x}: x(t) x^{[1]}(t)<0, x(t) x^{[2]}(t)>0 \text { for } t \geq t_{x}\right\} \\
& \mathcal{N}_{1}=\left\{x \in \mathcal{N}(N), \exists t_{x}: x(t) x^{[1]}(t)>0, x(t) x^{[2]}(t)<0 \text { for } t \geq t_{x}\right\} \\
& \mathcal{N}_{2}=\left\{x \in \mathcal{N}(N), \exists t_{x}: x(t) x^{[1]}(t)>0, x(t) x^{[2]}(t)>0 \text { for } t \geq t_{x}\right\} \\
& \mathcal{N}_{3}=\left\{x \in \mathcal{N}(N), \exists t_{x}: x(t) x^{[1]}(t)<0, x(t) x^{[2]}(t)<0 \text { for } t \geq t_{x}\right\}
\end{aligned}
$$

Furthermore, with respect to asymptotic behavior of the solutions in the classes $\mathcal{N}_{0}-\mathcal{N}_{3}$, we can divide the class $\mathcal{N}_{0}\left[\mathcal{N}_{3}\right]$ into the following two disjoint subclasses

$$
\begin{array}{cc}
\mathcal{N}_{0}^{B}=\left\{x \in \mathcal{N}_{0}: \lim _{t \rightarrow \infty} x(t)=l_{x} \neq 0\right\}, & \mathcal{N}_{0}^{0}=\left\{x \in \mathcal{N}_{0}: \lim _{t \rightarrow \infty} x(t)=0\right\} \\
{\left[\mathcal{N}_{3}^{B}=\left\{x \in \mathcal{N}_{3}: \lim _{t \rightarrow \infty} x(t)=l_{x} \neq 0\right\},\right.} & \left.\mathcal{N}_{3}^{0}=\left\{x \in \mathcal{N}_{3}: \lim _{t \rightarrow \infty} x(t)=0\right\}\right]
\end{array}
$$

and also the class $\mathcal{N}_{1}\left[\mathcal{N}_{2}\right]$ into the following two disjoint subclasses

$$
\begin{gathered}
\mathcal{N}_{1}^{B}=\left\{x \in \mathcal{N}_{1}: \lim _{t \rightarrow \infty}|x(t)|=M_{x}<\infty\right\}, \mathcal{N}_{1}^{\infty}=\left\{x \in \mathcal{N}_{1}: \lim _{t \rightarrow \infty}|x(t)|=\infty\right\} \\
{\left[\mathcal{N}_{2}^{B}=\left\{x \in \mathcal{N}_{2}: \lim _{t \rightarrow \infty}|x(t)|=M_{x}<\infty\right\}, \mathcal{N}_{2}^{\infty}=\left\{x \in \mathcal{N}_{2}: \lim _{t \rightarrow \infty}|x(t)|=\infty\right\}\right] .}
\end{gathered}
$$

If solution $x \in \mathcal{N}_{0}$, then its quasiderivatives satisfy the inequality $x^{[i]}(t) x^{[i+1]}(t)<$ 0 for $i=0,1,2$, for all sufficiently large $t$. Using the terminology as in $[2,3,5$, 14, 16], we call it a Kneser solution.

There are a lot of results (see, e.g., $[2,4,5,6,17]$ ) devoted to the oscillatory and asymptotic behavior of the linear case of equation $(N)$, namely of the linear differential equation

$$
\left(\frac{1}{p(t)}\left(\frac{1}{r(t)} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+q(t) x(t)=0, \quad t \geq a
$$

The nonlinear case, i.e. equation $(N)$, has been largely studied in $[2,3,5,16]$. In particular, many authors investigated the oscillatory and asymptotic properties of solutions of differential equations of the third order with deviating argument. Among the extensive literature on this field, we refer to $[10,11,12,14,15,18$, 19, 20] and to the references contained therein.

The aim of this paper is to continue in the study of equation ( $N$ ). Particularly, we investigate the asymptotic behavior of nonoscillatory solutions of equation $(N)$. To this aim, we divide all proper nonoscillatory solutions of $(N)$ into the above mentioned several classes with respect to their asymptotic behavior. Such a classification plays an important role in the study of the qualitative behavior of equation $(N)$. Further, we use a topological approach based on the following fixed point theorem:
Theorem 1.1 (Schauder theorem) Let $\Omega$ be a non-empty closed convex subset of a normed linear space $E$ and let $T: \Omega \rightarrow \Omega$ be a continuous mapping such that $T(\Omega)$ is relatively compact in $E$. Then $T$ has at least one fixed point in $\Omega$.
After the summarization of some known definitions and notation, in Section 2 we present the necessary and sufficient conditions for the existence of nonoscillatory solutions of equation $(N)$ with a specified asymptotic behavior as $t \rightarrow \infty$. These results are interesting in themselves by virtue of their necessary and sufficient character. Furthermore, our results are presented as integral criteria that involve only the functions $p, r, q$. Several examples illustrating the main theorems are also provided.

We point out that our assumption on the nonlinearity $f$ is related with its behavior only in a neighbourhood of infinity. Moreover, not only monotonicity of the nonlinearity $f$ is unnecessary but also no assumptions on the behavior of $f$ in $\mathbb{R}$ are required. We also remark that the condition (H3) is needed only for the class $\mathcal{N}_{2}$.

We close the introduction with the following notation:

$$
\begin{gathered}
I\left(u_{i}\right)=\int_{a}^{\infty} u_{i}(t) d t, \quad I\left(u_{i}, u_{j}\right)=\int_{a}^{\infty} u_{i}(t) \int_{a}^{t} u_{j}(s) d s d t, \quad i, j=1,2 \\
I\left(u_{i}, u_{j}, u_{k}\right)=\int_{a}^{\infty} u_{i}(t) \int_{a}^{t} u_{j}(s) \int_{a}^{s} u_{k}(z) d z d s d t, \quad i, j, k=1,2,3
\end{gathered}
$$

where $u_{i}, i=1,2,3$, are continuous positive functions on the interval $[a, \infty)$. For simplicity, we will sometimes write $u(\infty)$ instead of $\lim _{t \rightarrow \infty} u(t)$.

## 2 Main results

We begin our consideration with several results concerning the asymptotic behavior of solutions of equation $(N)$ in the class $\mathcal{N}_{1}$. The following result provides sufficient conditions for the existence of solutions in the class $\mathcal{N}_{1}^{B}$.
Theorem 2.1 Let one of the following conditions be satisfied:
(a) $I(p, q)<\infty$ and $I(r)<\infty$,
(b) $I(p, r)<\infty$ and $I(q)<\infty$.

Then equation $(N)$ has a bounded solution $x$ in the class $\mathcal{N}_{1}$, i.e. $\mathcal{N}_{1}^{B} \neq \emptyset$.
Proof. We prove the existence of a positive bounded solution of equation ( $N$ ) in the class $\mathcal{N}_{1}$.

Suppose $a$ ). Let $K=\max \{f(u): u \in[c, d]\}$ where c , d are constants such that $0<c<d$ and let $t_{0} \geq a$ be such that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} p(s) \int_{t_{0}}^{s} q(v) d v d s \leq \frac{d-c}{K} \quad \text { and } \quad \int_{t_{0}}^{\infty} r(s) d s \leq 1 \tag{1}
\end{equation*}
$$

Let us define the set

$$
\Delta=\left\{u \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right): c \leq u(t) \leq d\right\},
$$

where $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ will denote the Banach space of all continuous and bounded functions defined on $\left[t_{0}, \infty\right)$ with the sup norm $\|u\|=\sup \left\{|u(t)|, t \geq t_{0}\right\}$. Clearly, $\Delta$ is a non-empty closed, convex and bounded subset of $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. For every $u \in \Delta$ we consider a mapping $T: \Delta \rightarrow C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ given by

$$
x_{u}(t)=(T u)(t)=c+\int_{t_{0}}^{t} r(\tau) \int_{\tau}^{\infty} p(s) \int_{t_{0}}^{s} q(z) f(u(z)) d z d s d \tau, \quad t \geq t_{0} .
$$

In order to apply to the mapping $T$ the Schauder fixed point theorem (Theorem 1.1), it is sufficient to prove that $T$ maps $\Delta$ into itself, $T$ is a continuous mapping in $\Delta$ and $T(\Delta)$ is a relatively compact set in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$.
(i) $T$ maps $\Delta$ into $\Delta$. In fact, $x_{u}(t) \geq c$ and in view of (1), we obtain

$$
\begin{aligned}
x_{u}(t) & =c+\int_{t_{0}}^{t} r(\tau) \int_{\tau}^{\infty} p(s) \int_{t_{0}}^{s} q(z) f(u(z)) d z d s d \tau \\
& \leq c+K \int_{t_{0}}^{t} r(\tau) \int_{\tau}^{\infty} p(s) \int_{t_{0}}^{s} q(z) d z d s d \tau \\
& \leq c+K \int_{t_{0}}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{t_{0}}^{s} q(z) d z d s d \tau \\
& \leq c+K\left(\int_{t_{0}}^{\infty} r(\tau) d \tau\right)\left(\int_{t_{0}}^{\infty} p(s) \int_{t_{0}}^{s} q(z) d z d s\right) \leq d .
\end{aligned}
$$

(ii) $T$ is continuous. Let $\left\{u_{n}\right\}, n \in N$ be a sequence of elements of $\Delta$ such that $\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|=0$. Since $\Delta$ is closed, $u \in \Delta$. By the definition of $T$ and in view of (1), we see that

$$
\left|\left(T u_{n}\right)(t)-(T u)(t)\right| \leq \int_{t_{0}}^{\infty} G_{n}(s) d s, \quad t \geq t_{0}
$$

where

$$
G_{n}(s)=p(s) \int_{t_{0}}^{s} q(z)\left|f\left(u_{n}(z)\right)-f(u(z))\right| d z
$$

Thus

$$
\begin{equation*}
\left\|T u_{n}-T u\right\| \leq \int_{t_{0}}^{\infty} G_{n}(s) d s \tag{2}
\end{equation*}
$$

It is easy to see that $\lim _{n \rightarrow \infty} G_{n}(s)=0$, which is a consequence of the convergence $u_{n} \rightarrow u$ in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ and that the following inequality holds

$$
\int_{t_{0}}^{\infty} G_{n}(s) d s \leq 2 K \int_{t_{0}}^{\infty} p(s) \int_{t_{0}}^{s} q(z) d z d s
$$

Since $I(p, q)<\infty$, the Lebesgue's dominated convergence theorem yields

$$
\lim _{n \rightarrow \infty} \int_{t_{0}}^{\infty} G_{n}(s) d s=0
$$

Consequently, from (2), we have $\lim _{n \rightarrow \infty}\left\|T u_{n}-T u\right\|=0$, i.e. $T$ is continuous.
(iii) $T(\Delta)$ is relatively compact. It suffices to show that the family of functions $T(\Delta)$ is uniformly bounded and equicontinuous on the interval $\left[t_{0}, \infty\right)$. The uniform boundedness of $T(\Delta)$ immediately follows from the facts that $T(\Delta) \subseteq \Delta$ and $\Delta$ is a bounded subset of $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. Now, we prove that $T(\Delta)$ is an equicontinuous family of functions on $\left[t_{0}, \infty\right)$. This will be accomplished if we show that for any given $\varepsilon>0$, the interval $\left[t_{0}, \infty\right)$ can be decomposed into a finite number of subintervals in such a way that on each subinterval all functions of the family $T(\Delta)$ have oscillations less than $\varepsilon$ (see, e.g. [13], p. 13).

Let $u \in \Delta$ and $t_{2}>t_{1} \geq t_{0}$. Then, taking into account (1), we have

$$
\begin{align*}
\left|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right| & \leq K \int_{t_{1}}^{t_{2}} r(\tau) \int_{\tau}^{\infty} p(s) \int_{t_{0}}^{s} q(z) d z d s d \tau  \tag{3}\\
& \leq(d-c) \int_{t_{1}}^{\infty} r(\tau) d \tau \rightarrow 0 \quad \text { as } t_{1} \rightarrow \infty
\end{align*}
$$

We conclude from the above inequalities that for any given $\varepsilon>0$ there exists $t^{*}>t_{0}$ such that for all $u \in \Delta$, we have

$$
\left|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right|<\varepsilon \quad \text { if } t_{2}>t_{1} \geq t^{*}
$$

This shows that the oscillations of all functions of the family $T(\Delta)$ on $\left[t^{*}, \infty\right)$ are less than $\varepsilon$. Now, let $t_{0} \leq t_{1}<t_{2} \leq t^{*}$. Then the inequalities (1) and (3) yield

$$
\left|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right| \leq(d-c) \int_{t_{1}}^{t_{2}} r(\tau) d \tau \leq(d-c) M_{1}\left|t_{2}-t_{1}\right|
$$

where $M_{1}=\max \left\{r(\tau): \tau \in\left[t_{1}, t_{2}\right]\right\}$. Hence, for any given $\varepsilon>0$ there exists $\delta>0$ such that for all $u \in \Delta$

$$
\left|(T u)\left(t_{2}\right)-(T u)\left(t_{1}\right)\right|<\varepsilon \quad \text { if } \quad\left|t_{2}-t_{1}\right|<\delta .
$$

Consequently, the interval $\left[t_{0}, \infty\right)$ can be divided into a finite number of subintervals on which every function of the family $T(\Delta)$ has oscillation less than $\varepsilon$. Therefore $T(\Delta)$ is an equicontinuous family of functions on $\left[t_{0}, \infty\right)$. Hence $T(\Delta)$ is relatively compact.

Now, the Schauder theorem yields the existence of a fixed point $x \in \Delta$ for the mapping $T$ such that

$$
x(t)=c+\int_{t_{0}}^{t} r(\tau) \int_{\tau}^{\infty} p(s) \int_{t_{0}}^{s} q(z) f(x(z)) d z d s d \tau, \quad t \geq t_{0} .
$$

As

$$
x^{[1]}(t)=\int_{t}^{\infty} p(s) \int_{t_{0}}^{s} q(z) f(x(z)) d z d s>0, \quad x^{[2]}(t)=-\int_{t_{0}}^{t} q(z) f(x(z)) d z<0,
$$

it is clear that $x$ is a positive bounded solution of equation $(N)$ in the class $\mathcal{N}_{1}$, i.e. $x \in \mathcal{N}_{1}^{B}$.

Suppose b). The proof is the same as in the case $a$ ) except for some minor changes. Therefore, we omit it. This completes the proof.

Remark 1 We observe that the existence of a negative bounded solution of equation $(N)$ in the class $\mathcal{N}_{1}$ can be proved by using similar arguments. This fact about negative solution also holds for some next results.

The following example shows the meaning of Theorem 2.1.
Example 1 We consider the differential equation

$$
\begin{equation*}
\left(\left(t^{2}+1\right)\left(\left(t^{2}+1\right) x^{\prime}(t)\right)^{\prime}\right)^{\prime}+\frac{8 t}{\left(2 t^{2}+1\right)^{2}} x^{2}(t) \operatorname{sgn} x(t)=0, \quad t \geq 2 \tag{4}
\end{equation*}
$$

This is the equation of the form $(N)$ where $r(t)=p(t)=\frac{1}{t^{2}+1}, q(t)=\frac{8 t}{\left(2 t^{2}+1\right)^{2}}$ and $f(u)=u^{2} \operatorname{sgn} u$. It is easy to verify that the assumptions of Theorem 2.1 are fulfilled and so equation (4) has a solution in the class $\mathcal{N}_{1}^{B}$. One such solution is the function $x(t)=\frac{2 t^{2}+1}{t^{2}+1}$.

For the class $\mathcal{N}_{1}^{B}$, we also have the following result.

Theorem 2.2 If $I(p, q)=\infty$, then $\mathcal{N}_{1}^{B}=\emptyset$.
Proof. Assume that $x \in \mathcal{N}_{1}^{B}$. Without loss of generality, we suppose that there exists $T \geq a$ such that $x(t)>0, x^{[1]}(t)>0, x^{[2]}(t)<0$ for all $t \geq T$. Let $x(\infty)=M_{x}<\infty$. As $x$ is a positive increasing function and $f$ is a continuous function on the interval $\left[x(T), M_{x}\right]$, there exists a positive constant $m$ such that

$$
\begin{equation*}
m=\min \left\{f(u): u \in\left[x(T), M_{x}\right]\right\} . \tag{5}
\end{equation*}
$$

Integrating equation $(N)$ twice in $[T, t]$, we obtain

$$
x^{[1]}(t)=x^{[1]}(T)+x^{[2]}(T) \int_{T}^{t} p(s) d s-\int_{T}^{t} p(s) \int_{T}^{s} q(k) f(x(k)) d k d s
$$

and therefore

$$
x^{[1]}(t)<x^{[1]}(T)-\int_{T}^{t} p(s) \int_{T}^{s} q(k) f(x(k)) d k d s
$$

Using this inequality with (5), we have

$$
x^{[1]}(t)<x^{[1]}(T)-m \int_{T}^{t} p(s) \int_{T}^{s} q(k) d k d s,
$$

which gives a contradiction as $t \rightarrow \infty$, because function $x^{[1]}(t)$ is a positive for all $t \geq T$. The case $x(t)<0, x^{[1]}(t)<0, x^{[2]}(t)>0$ for all $t \geq T^{*}\left(\right.$ where $\left.T^{*} \geq a\right)$ can be treated similarly.

From Theorem 2.1 and Theorem 2.2, one gets immediately the following result.
Corollary 2.1 Let $I(r)<\infty$. Then a necessary and sufficient condition for equation ( $N$ ) to have a solution $x$ in the class $\mathcal{N}_{1}^{B}$ is that $I(p, q)<\infty$.
For the solutions in the class $\mathcal{N}_{1}^{\infty}$, the following theorem holds.
Theorem 2.3 If $I(r)<\infty$, then $\mathcal{N}_{1}^{\infty}=\emptyset$.
Proof. Let $x \in \mathcal{N}_{1}^{\infty}$. Without loss of generality, we suppose that there exists $T \geq a$ such that $x(t)>0, x^{[1]}(t)>0, x^{[2]}(t)<0$ for all $t \geq T$. As $x^{[1]}$ is a positive decreasing function, we have that $x^{\prime}(t) \leq x^{[1]}(T) r(t)$ for all $t \geq T$. Integrating this inequality in the interval $[T, t]$, we obtain

$$
x(t) \leq x(T)+x^{[1]}(T) \int_{T}^{t} r(s) d s,
$$

which gives a contradiction as $t \rightarrow \infty$ because $x$ is an unbounded solution. If $x(t)<0, x^{[1]}(t)<0, x^{[2]}(t)>0$ for all $t \geq T^{*}\left(\right.$ where $\left.T^{*} \geq a\right)$, similar arguments hold.

Combining Corollary 2.1 and Theorem 2.3, we get the following.

Corollary 2.2 Let $I(r)<\infty$. Then a necessary and sufficient condition for equation $(N)$ to have a solution $x$ in the class $\mathcal{N}_{1}$ is that $I(p, q)<\infty$.

Now, we turn our attention to the class $\mathcal{N}_{2}$. For the existence of solutions of $(N)$ in the class $\mathcal{N}_{2}^{B}$, we state the following results.

Theorem 2.4 Let one of the following conditions be satisfied:
(a) $I(q, p)<\infty$ and $I(r)<\infty$,
(b) $I(r, p)<\infty$ and $I(q)<\infty$.

Then equation $(N)$ has a bounded solution $x$ in the class $\mathcal{N}_{2}$, i.e $\mathcal{N}_{2}^{B} \neq \varnothing$.
Proof. We prove the existence of a positive bounded solution of equation ( $N$ ) in the class $\mathcal{N}_{2}$.

Suppose a). Let $K=\max \{f(u): u \in[c, d]\}$ where c, d are constants such that $0<c<d$ and let $t_{0} \geq a$ be such that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} q(\tau) \int_{t_{0}}^{\tau} p(s) d s d \tau \leq \frac{d-c}{K} \quad \text { and } \quad \int_{t_{0}}^{\infty} r(s) d s \leq 1 . \tag{6}
\end{equation*}
$$

Let us define the set $\Delta$ in the same way as in the proof of Theorem 2.1. For every $u \in \Delta$ we consider a mapping $T_{1}: \Delta \rightarrow C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ given by

$$
x_{u}(t)=\left(T_{1} u\right)(t)=c+\int_{t_{0}}^{t} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{s}^{\infty} q(z) f(u(z)) d z d s d \tau, \quad t \geq t_{0}
$$

Taking into account (6) and using similar arguments as in the proof of Theorem 2.1, it is easy to verify that $T_{1}$ maps $\Delta$ into itself, $T_{1}$ is a continuous mapping in $\Delta$ and $T_{1}(\Delta)$ is a relatively compact set in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. Consequently, by the Schauder fixed point theorem, there exists a fixed point $x \in \Delta$ such that

$$
x(t)=c+\int_{t_{0}}^{t} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{s}^{\infty} q(z) f(x(z)) d z d s d \tau, \quad t \geq t_{0} .
$$

As

$$
x^{[1]}(t)=\int_{t_{0}}^{t} p(s) \int_{s}^{\infty} q(z) f(x(z)) d z d s>0, \quad x^{[2]}(t)=\int_{t}^{\infty} q(z) f(x(z)) d z>0,
$$

it is clear that $x$ is a positive bounded solution of equation $(N)$ in the class $\mathcal{N}_{2}$, i.e. $x \in \mathcal{N}_{2}^{B}$.

Suppose b). Using similar arguments as in the case $a$ ), we are led to the conclusion that $\mathcal{N}_{2}^{B} \neq \emptyset$. Therefore, we omit it. The proof is now complete.

Example 2 Let us consider the differential equation

$$
\begin{equation*}
\left(\left(t^{2}+1\right)\left(t^{2} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+\frac{2\left(t^{2}-1\right)}{\left(t^{2}+1\right)^{2} \operatorname{arctg}^{3} t} x^{3}(t)=0, \quad t \geq 2 \tag{7}
\end{equation*}
$$

This equation satisfies the conditions of Theorem 2.4. Hence, equation (7) has a solution in the class $\mathcal{N}_{2}^{B}$. Really, one such solution is the function $x(t)=\operatorname{arctg} t$.

Theorem 2.5 If $I(q)=\infty$, then $\mathcal{N}_{2}^{B}=\varnothing$.
Proof. Assume that $x \in \mathcal{N}_{2}^{B}$. Without loss of generality, we suppose that there exists $T \geq a$ such that $x(t)>0, x^{[1]}(t)>0, x^{[2]}(t)>0$ for all $t \geq T$. Let $x(\infty)=M_{x}<\infty$. As $x$ is a positive increasing function and $f$ is a continuous function on the interval $\left[x(T), M_{x}\right]$, there exists a positive constant m such that

$$
\begin{equation*}
m=\min \left\{f(u): u \in\left[x(T), M_{x}\right]\right\} \tag{8}
\end{equation*}
$$

By integrating equation $(N)$ in the interval $[T, t]$, we get

$$
x^{[2]}(t)=x^{[2]}(T)-\int_{T}^{t} q(s) f(x(s)) d s
$$

This equality with (8) yields that

$$
x^{[2]}(t) \leq x^{[2]}(T)-m \int_{T}^{t} q(s) d s
$$

which gives a contradiction as $t \rightarrow \infty$, because function $x^{[2]}(t)$ is a positive for all $t \geq T$. The case $x(t)<0, x^{[1]}(t)<0, x^{[2]}(t)<0$ for all $t \geq T^{*}\left(\right.$ where $\left.T^{*} \geq a\right)$ can be treated in the similar way.

From Theorem 2.4 and Theorem 2.5, one gets immediately the following result.
Corollary 2.3 Let $I(r, p)<\infty$. Then a necessary and sufficient condition for equation ( $N$ ) to have a solution $x$ in the class $\mathcal{N}_{2}^{B}$ is that $I(q)<\infty$.
The following result also holds.
Theorem 2.6 Let (H3) hold. If $I(q)=\infty$, then $\mathcal{N}_{2}^{\infty}=\emptyset$.
Proof. Let $x \in \mathcal{N}_{2}^{\infty}$. Without loss of generality, we assume that there exists $T \geq a$ such that $x(t)>0, x^{[1]}(t)>0, x^{[2]}(t)>0$ for all $t \geq T$. Because $\left(x^{[2]}(t)\right)^{\prime}=-q(t) f(x(t))<0$ for all $t \geq T, x^{[2]}(t)$ is a positive decreasing function and thus $0 \leq x^{[2]}(\infty)<\infty$. As $x(\infty)=\infty$, the assumption (H3) implies that there exists a positive number K and $T_{1} \geq T$ such that

$$
\begin{equation*}
\frac{f(x(t))}{x(t)} \geq K \quad \text { for all } t \geq T_{1} \tag{9}
\end{equation*}
$$

Integrating equation $(N)$ in the interval $\left[T_{1}, t\right]$, we obtain

$$
\begin{equation*}
x^{[2]}\left(T_{1}\right)-x^{[2]}(t)=\int_{T_{1}}^{t} q(s) f(x(s)) d s \tag{10}
\end{equation*}
$$

In view of (9) and the fact that $x$ is an increasing function, the equality (10) gives

$$
x^{[2]}\left(T_{1}\right)-x^{[2]}(t) \geq K \int_{T_{1}}^{t} q(s) x(s) d s \geq K x\left(T_{1}\right) \int_{T_{1}}^{t} q(s) d s
$$

which is a contradiction as $t \rightarrow \infty$ because $I(q)=\infty$. The case $x(t)<0$, $x^{[1]}(t)<0, x^{[2]}(t)<0$ for all $t \geq T^{*}$ (where $T^{*} \geq a$ ) can be treated similarly.

Corollary 2.3 and Theorem 2.6 give the following result.
Corollary 2.4 Let (H3) hold and $I(r, p)<\infty$. Then a necessary and sufficient condition for equation ( $N$ ) to have a solution $x$ in the class $\mathcal{N}_{2}$ is that $I(q)<\infty$.

In the sequel, we present several results regarding the asymptotic behavior of solutions of equation $(N)$ in the class $\mathcal{N}_{3}$. The following result gives sufficient condition for the existence of solutions in the class $\mathcal{N}_{3}^{0}$.

Theorem 2.7 If $I(r, p)<\infty$ and $I(q)<\infty$, then equation ( $N$ ) has a solution $x$ in the class $\mathcal{N}_{3}$ such that $\lim _{t \rightarrow \infty} x(t)=0$, i.e. $\mathcal{N}_{3}^{0} \neq \emptyset$.

Proof. We prove the existence of a positive solution of equation $(N)$ in the class $\mathcal{N}_{3}$ which approaches to zero as $t \rightarrow \infty$.

Let $t_{0} \geq a$ be such that

$$
\begin{equation*}
K \int_{t_{0}}^{\infty} q(t) d t \leq 1 \tag{11}
\end{equation*}
$$

where

$$
K=\max \left\{f(u): u \in\left[0 ; 2 \int_{t_{0}}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) d s d \tau\right]\right\} .
$$

For convenience, we make use of the following notation:

$$
H(t)=\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) d s d \tau, \quad t \geq t_{0}
$$

Let us define the set

$$
\Delta=\left\{u \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right): H(t) \leq u(t) \leq 2 H(t)\right\}
$$

where $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ denotes the Banach space of all continuous and bounded functions defined on the interval $\left[t_{0}, \infty\right)$ with the sup norm $\|u\|=\sup \left\{|u(t)|, t \geq t_{0}\right\}$.

Clearly, $\Delta$ is a non-empty closed, convex and bounded subset of $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. For every $u \in \Delta$ we consider a mapping $T_{2}: \Delta \rightarrow C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ given by

$$
x_{u}(t)=\left(T_{2} u\right)(t)=H(t)+\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) f(u(z)) d z d s d \tau, \quad t \geq t_{0}
$$

In order to apply to the mapping $T_{2}$ the Schauder fixed point theorem (Theorem 1.1), it is sufficient to prove that $T_{2}$ maps $\Delta$ into itself, $T_{2}$ is a continuous mapping in $\Delta$ and $T_{2}(\Delta)$ is a relatively compact set in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$.
(i) $T_{2}$ maps $\Delta$ into $\Delta$. In fact, $x_{u}(t) \geq H(t)$ and in view of (11), we have

$$
\begin{aligned}
x_{u}(t) & =H(t)+\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) f(u(z)) d z d s d \tau \\
& \leq H(t)+K \int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) d z d s d \tau \\
& \leq H(t)+K\left(\int_{t_{0}}^{\infty} q(z) d z\right)\left(\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) d s d \tau\right) \leq 2 H(t)
\end{aligned}
$$

(ii) $T_{2}$ is continuous. Let $\left\{u_{n}\right\}, n \in N$ be a sequence of elements of $\Delta$ such that $\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|=0$. Since $\Delta$ is closed, $u \in \Delta$. From the definition of $T_{2}$, we obtain

$$
\left|\left(T_{2} u_{n}\right)(t)-\left(T_{2} u\right)(t)\right| \leq \int_{t_{0}}^{\infty} G_{n}(\tau) d \tau, \quad t \geq t_{0}
$$

where

$$
G_{n}(\tau)=r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z)\left|f\left(u_{n}(z)\right)-f(u(z))\right| d z d s
$$

Thus

$$
\begin{equation*}
\left\|T_{2} u_{n}-T_{2} u\right\| \leq \int_{t_{0}}^{\infty} G_{n}(\tau) d \tau \tag{12}
\end{equation*}
$$

It is easy to see that $\lim _{n \rightarrow \infty} G_{n}(\tau)=0$, which is a consequence of the convergence $u_{n} \rightarrow u$ in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ and that the following inequality holds

$$
\int_{t_{0}}^{\infty} G_{n}(\tau) d \tau \leq 2 K \int_{t_{0}}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) d z d s d \tau
$$

Since $I(r, p, q)<\infty$, the Lebesgue's dominated convergence theorem yields

$$
\lim _{n \rightarrow \infty} \int_{t_{0}}^{\infty} G_{n}(\tau) d \tau=0
$$

Consequently, from (12), we have $\lim _{n \rightarrow \infty}\left\|T_{2} u_{n}-T_{2} u\right\|=0$, i.e. $T_{2}$ is continuous.
(iii) $T_{2}(\Delta)$ is relatively compact. It suffices to show that the family of functions
$T_{2}(\Delta)$ is uniformly bounded and equicontinuous on the interval $\left[t_{0}, \infty\right)$. The uniform boundedness of $T_{2}(\Delta)$ immediately follows from the facts that $T_{2}(\Delta) \subseteq \Delta$ and $\Delta$ is a bounded subset of $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. Now, we prove that $T_{2}(\Delta)$ is an equicontinuous family of functions on the interval $\left[t_{0}, \infty\right)$.

Let $u \in \Delta$ and $t_{2}>t_{1} \geq t_{0}$. From the definition of $T_{2}$, we have

$$
\begin{align*}
\left(T_{2} u\right)\left(t_{2}\right)-\left(T_{2} u\right)\left(t_{1}\right)= & -\int_{t_{1}}^{t_{2}} r(\tau) \int_{t_{0}}^{\tau} p(s) d s d \tau \\
& -\int_{t_{1}}^{t_{2}} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) f(u(z)) d z d s d \tau \tag{13}
\end{align*}
$$

and so, taking into account (11), we obtain

$$
\begin{aligned}
\left|\left(T_{2} u\right)\left(t_{2}\right)-\left(T_{2} u\right)\left(t_{1}\right)\right| & \leq H\left(t_{1}\right)+\int_{t_{1}}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) f(u(z)) d z d s d \tau \\
& \leq H\left(t_{1}\right)+K\left(\int_{t_{0}}^{\infty} q(t) d t\right)\left(\int_{t_{1}}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) d s d \tau\right) \\
& \leq 2 H\left(t_{1}\right) .
\end{aligned}
$$

Since $H\left(t_{1}\right) \rightarrow 0$ as $t_{1} \rightarrow \infty$, for any given $\varepsilon>0$ there exists $T>t_{0}$ such that for all $u \in \Delta$, we have

$$
\left|\left(T_{2} u\right)\left(t_{2}\right)-\left(T_{2} u\right)\left(t_{1}\right)\right|<\varepsilon \quad \text { if } t_{2}>t_{1} \geq T
$$

This shows that the oscillations of all functions of the family $T_{2}(\Delta)$ on $[T, \infty)$ are less than $\varepsilon$. Now, let $t_{0} \leq t_{1}<t_{2} \leq T$. Then the equality (13) yields

$$
\left|\left(T_{2} u\right)\left(t_{2}\right)-\left(T_{2} u\right)\left(t_{1}\right)\right| \leq M_{1}\left|t_{2}-t_{1}\right|+K M_{2}\left|t_{2}-t_{1}\right|
$$

where

$$
\begin{aligned}
& M_{1}=\max \left\{r(\tau) \int_{t_{0}}^{\tau} p(s) d s: \tau \in\left[t_{1}, t_{2}\right]\right\} \\
& M_{2}=\max \left\{r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) d z d s: \tau \in\left[t_{1}, t_{2}\right]\right\} .
\end{aligned}
$$

Hence, for any given $\varepsilon>0$ there exists $\delta>0$ such that for all $u \in \Delta$

$$
\left|\left(T_{2} u\right)\left(t_{2}\right)-\left(T_{2} u\right)\left(t_{1}\right)\right|<\varepsilon \quad \text { if } \quad\left|t_{2}-t_{1}\right|<\delta .
$$

Consequently, we can divide the interval $\left[t_{0}, \infty\right)$ into a finite number of subintervals on which every function of the family $T_{2}(\Delta)$ has oscillation less than $\varepsilon$. Therefore $T_{2}(\Delta)$ is an equicontinuous family of functions on $\left[t_{0}, \infty\right.$ ) (see, e.g. [13], p. 13). Hence $T_{2}(\Delta)$ is relatively compact.

Now, according to the Schauder fixed point theorem there exists $x \in \Delta$ such that
$x(t)=\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) d s d \tau+\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) f(x(z)) d z d s d \tau, t \geq t_{0}$.
It is clear that $x$ is a positive solution of the equation $(N)$ in the class $\mathcal{N}_{3}$ which approaches to zero as $t \rightarrow \infty$, i.e. $x \in \mathcal{N}_{3}^{0}$. This completes the proof.

We have the following result for solutions of equation $(N)$ in the class $\mathcal{N}_{3}$.
Theorem 2.8 If $I(r, p)=\infty$, then $\mathcal{N}_{3}=\emptyset$.
Proof. The proof is the same as the one of the case IV of Theorem 3.1 in [16] and hence it is omitted.

As a consequence of Theorems 2.7 and 2.8, we get the following result.
Corollary 2.5 Assume that $I(q)<\infty$. Then a necessary and sufficient condition for equation $(N)$ to have a solution $x$ in the class $\mathcal{N}_{3}^{0}$ is that $I(r, p)<\infty$.

The next results deal with the existence of solutions of $(N)$ in the class $\mathcal{N}_{3}^{B}$.
Theorem 2.9 If $I(r, p, q)=\infty$, then $\mathcal{N}_{3}^{B}=\varnothing$.
Proof. Let $x \in \mathcal{N}_{3}^{B}$. Without loss of generality, we suppose that there exists $T \geq a$ such that $x(t)>0, x^{[1]}(t)<0, x^{[2]}(t)<0$ for all $t \geq T$. Let $x(\infty)=l_{x}>0$. Integrating equation $(N)$ three times in the interval $[T, t]$, we get

$$
\begin{aligned}
x(t)=x(T)+x^{[1]}(T) \int_{T}^{t} r(s) d s+x^{[2]} & (T)
\end{aligned} \int_{T}^{t} r(s) \int_{T}^{s} p(z) d z d s .
$$

Thus

$$
\begin{equation*}
x(t)<x(T)-\int_{T}^{t} r(s) \int_{T}^{s} p(z) \int_{T}^{z} q(\tau) f(x(\tau)) d \tau d z d s \quad \text { for all } t \geq T \tag{14}
\end{equation*}
$$

The continuity of the function $f(u)$ on the interval $\left[l_{x}, x(T)\right]$ ensures the existence of a positive constant $K$ such that

$$
\begin{equation*}
K=\min \left\{f(u): u \in\left[l_{x}, x(T)\right]\right\} . \tag{15}
\end{equation*}
$$

The inequality (14) with (15) yields

$$
x(t)<x(T)-K \int_{T}^{t} r(s) \int_{T}^{s} p(z) \int_{T}^{z} q(\tau) d \tau d z d s \quad \text { for all } t \geq T
$$

When $t \rightarrow \infty$, we get a contradiction because the function $x(t)$ is a positive for all $t \geq T$. The case $x(t)<0, x^{[1]}(t)>0, x^{[2]}(t)>0$ for all $t \geq T^{*}\left(\right.$ where $\left.T^{*} \geq a\right)$ can be treated in the similar way.

Theorem 2.10 If $I(r, p, q)<\infty$, then equation ( $N$ ) has a solution $x$ in the class $\mathcal{N}_{3}$ such that $\lim _{t \rightarrow \infty} x(t) \neq 0$, i.e. $\mathcal{N}_{3}^{B} \neq \emptyset$.

Proof. We prove the existence of a positive solution of equation $(N)$ in the class $\mathcal{N}_{3}$ which approaches to positive constant as $t \rightarrow \infty$.

Let $K=\max \{f(u): u \in[c, d]\}$ where $\mathrm{c}, \mathrm{d}$ are constants such that $0<c<d$ and let $t_{0} \geq a$ be such that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) d z d s d \tau \leq \frac{d-c}{K} \tag{16}
\end{equation*}
$$

Let us define the set $\Delta$ in the same way as in the proof of Theorem 2.1. For every $u \in \Delta$ we consider a mapping $T_{3}: \Delta \rightarrow C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ given by

$$
x_{u}(t)=\left(T_{3} u\right)(t)=c+\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) f(u(z)) d z d s d \tau, \quad t \geq t_{0}
$$

Taking into account (16) and using similar arguments as in the proof of Theorem 2.1, it is easy to verify that $T_{3}$ maps $\Delta$ into itself, $T_{3}$ is a continuous mapping in $\Delta$ and $T_{3}(\Delta)$ is a relatively compact set in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. Consequently, the Schauder fixed point theorem ensures the existence of a fixed point $x \in \Delta$ such that

$$
x(t)=c+\int_{t}^{\infty} r(\tau) \int_{t_{0}}^{\tau} p(s) \int_{t_{0}}^{s} q(z) f(x(z)) d z d s d \tau, \quad t \geq t_{0}
$$

As
$x^{[1]}(t)=-\int_{t_{0}}^{t} p(s) \int_{t_{0}}^{s} q(z) f(x(z)) d z d s<0, x^{[2]}(t)=-\int_{t_{0}}^{t} q(z) f(x(z)) d z<0$,
it is clear that $x$ is a positive solution of the equation $(N)$ in the class $\mathcal{N}_{3}$ which approaches to positive constant as $t \rightarrow \infty$, i.e. $x \in \mathcal{N}_{3}^{B}$. This completes the proof.

Theorem 2.10 is illustrated by the following example.
Example 3 Let us consider the differential equation

$$
\begin{equation*}
\left(\frac{1}{t}\left(t^{6} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+\frac{8 t}{\operatorname{arctg} \frac{t+1}{t}} \operatorname{arctg} x(t)=0, \quad t \geq 1 \tag{17}
\end{equation*}
$$

This equation has the form $(N)$ where $f(u)=\operatorname{arctg} u, r(t)=1 / t^{6}, p(t)=t$ and $q(t)=\frac{8 t}{\operatorname{arctg} \frac{t+1}{t}}$. As $I(r, p, q)<\infty$, Theorem 2.10 secures that equation (17) has a solution in the class $\mathcal{N}_{3}^{B}$. One such solution is the function $x(t)=\frac{t+1}{t}$.

Theorems 2.9 and 2.10 give the following result.
Corollary 2.6 A necessary and sufficient condition for equation (N) to have a solution $x$ in the class $\mathcal{N}_{3}^{B}$ is that $I(r, p, q)<\infty$.
The following also holds.
Corollary 2.7 Assume that $I(q)<\infty$. Then a necessary and sufficient condition for equation $(N)$ to have a solution $x$ in the class $\mathcal{N}_{3}$ is that $I(r, p)<\infty$.

Finally, we deal with solutions of equation $(N)$ in the class $\mathcal{N}_{0}$. We state the following results for the existence of solutions of $(N)$ in the class $\mathcal{N}_{0}^{B}$.

Theorem 2.11 If $I(q, p, r)<\infty$, then equation ( $N$ ) has a solution $x$ in the class $\mathcal{N}_{0}$ such that $\lim _{t \rightarrow \infty} x(t) \neq 0$, i.e. $\mathcal{N}_{0}^{B} \neq \emptyset$.
Proof. We prove the existence of a positive solution of equation $(N)$ in the class $\mathcal{N}_{0}$ which approaches to positive constant as $t \rightarrow \infty$.

Let $K=\max \{f(u): u \in[c, d]\}$ where $\mathrm{c}, \mathrm{d}$ are constants such that $0<c<d$ and let $t_{0} \geq a$ be such that

$$
\begin{equation*}
\int_{t_{0}}^{\infty} q(z) \int_{t_{0}}^{z} p(s) \int_{t_{0}}^{s} r(\tau) d \tau d s d z \leq \frac{d-c}{K} \tag{18}
\end{equation*}
$$

Let us define the set $\Delta$ in the same way as in the proof of Theorem 2.1. For every $u \in \Delta$ we consider a mapping $T_{4}: \Delta \rightarrow C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ given by

$$
x_{u}(t)=\left(T_{4} u\right)(t)=c+\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(u(z)) d z d s d \tau, \quad t \geq t_{0}
$$

Taking into account (18) and using similar arguments as in the proof of Theorem 2.1, it is easy to verify that $T_{4}$ maps $\Delta$ into itself, $T_{4}$ is a continuous mapping in $\Delta$ and $T_{4}(\Delta)$ is a relatively compact set in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. Now, the Schauder fixed point theorem (Theorem 1.1) can be applied to the mapping $T_{4}$. Hence, there exists a fixed point $x \in \Delta$ such that

$$
x(t)=c+\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(x(z)) d z d s d \tau, \quad t \geq t_{0} .
$$

It is clear that $x$ is a positive solution of the equation $(N)$ in the class $\mathcal{N}_{0}$ which approaches to positive constant as $t \rightarrow \infty$, i.e. $x \in \mathcal{N}_{0}^{B}$. This completes the proof.

Theorem 2.12 If $I(q, p, r)=\infty$, then $\mathcal{N}_{0}^{B}=\varnothing$.
Proof. Let $x \in \mathcal{N}_{0}^{B}$. Without loss of generality, we suppose that there exists $T \geq a$ such that $x(t)>0, x^{[1]}(t)<0, x^{[2]}(t)>0$ for all $t \geq T$. Let $x(\infty)=l_{x}>0$. From equation $(N)$, it follows that $\left(x^{[2]}(t)\right)^{\prime}<0$ for all $t \geq T$. Hence, $x^{[2]}(t)$ is a positive decreasing function. Integrating equation $(N)$ three times in $[t, \infty)$ and taking into account the facts that $0<x(\infty)<\infty, 0 \leq x^{[2]}(\infty)<\infty$ and $-\infty<x^{[1]}(\infty) \leq 0$, we obtain

$$
\begin{equation*}
x(t) \geq \int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(x(z)) d z d s d \tau \tag{19}
\end{equation*}
$$

The continuity of the function $f(u)$ on the interval $\left[l_{x}, x(T)\right]$ ensures the existence of a positive constant $K$ such that

$$
\begin{equation*}
K=\min \left\{f(u): u \in\left[l_{x}, x(T)\right]\right\} \tag{20}
\end{equation*}
$$

In view of (19) and (20), we have

$$
x(t) \geq K \int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) d z d s d \tau \quad \text { for all } t \geq T
$$

Hence, by interchanging the order of integration, we get that $I(q, p, r)<\infty$. For the case $x(t)<0, x^{[1]}(t)>0, x^{[2]}(t)<0$ for all $t \geq T^{*}$ (where $\left.T^{*} \geq a\right)$, similar arguments hold.

Theorems 2.11 and 2.12 give the following result.
Corollary 2.8 A necessary and sufficient condition for equation ( $N$ ) to have a solution $x$ in the class $\mathcal{N}_{0}^{B}$ is that $I(q, p, r)<\infty$.

Example 4 The differential equation

$$
\begin{equation*}
\left(t^{2}\left(\frac{1}{t} x^{\prime}(t)\right)^{\prime}\right)^{\prime}+\frac{6}{(2 t+1)^{3}} x^{3}(t)=0, \quad t \geq 1 \tag{21}
\end{equation*}
$$

satisfies the condition of Theorem 2.11. Therefore, the equation (21) has a solution in the class $\mathcal{N}_{0}^{B}$. In fact, one such solution is the function $x(t)=\frac{2 t+1}{t}$.

Now, we prove sufficient condition for the existence of solutions of $(N)$ in the class $\mathcal{N}_{0}^{0}$.

Theorem 2.13 If $I(p, r)<\infty$ and $I(q)<\infty$, then equation ( $N$ ) has a solution $x$ in the class $\mathcal{N}_{0}$ such that $\lim _{t \rightarrow \infty} x(t)=0$, i.e. $\mathcal{N}_{0}^{0} \neq \varnothing$.

Proof. We prove the existence of a positive solution of equation $(N)$ in the class $\mathcal{N}_{0}$ which approaches to zero as $t \rightarrow \infty$.

Let $t_{0} \geq a$ be such that

$$
\begin{equation*}
K \int_{t_{0}}^{\infty} q(t) d t \leq 1 \tag{22}
\end{equation*}
$$

where

$$
K=\max \left\{f(u): u \in\left[0 ; 2 \int_{t_{0}}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) d s d \tau\right]\right\}
$$

We note that $\int_{t_{0}}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) d s d \tau=\int_{t_{0}}^{\infty} p(s) \int_{t_{0}}^{s} r(\tau) d \tau d s$.
For convenience, we make use of the following notation:

$$
H(t)=\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) d s d \tau, \quad t \geq t_{0}
$$

Let us define the set

$$
\Delta=\left\{u \in C\left(\left[t_{0}, \infty\right), \mathbb{R}\right): H(t) \leq u(t) \leq 2 H(t)\right\}
$$

where $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ denotes the Banach space of all continuous and bounded functions defined on the interval $\left[t_{0}, \infty\right)$ with the sup norm $\|u\|=\sup \left\{|u(t)|, t \geq t_{0}\right\}$. Clearly, $\Delta$ is a non-empty closed, convex and bounded subset of $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. For every $u \in \Delta$ we consider a mapping $T_{5}: \Delta \rightarrow C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$ given by

$$
x_{u}(t)=\left(T_{5} u\right)(t)=H(t)+\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(u(z)) d z d s d \tau, \quad t \geq t_{0}
$$

In order to apply the Schauder fixed point theorem to the mapping $T_{5}$, it is sufficient to prove that $T_{5}$ maps $\Delta$ into itself, $T_{5}$ is a continuous mapping in $\Delta$ and $T_{5}(\Delta)$ is a relatively compact set in $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$.
(i) $T_{5}$ maps $\Delta$ into $\Delta$. In fact, $x_{u}(t) \geq H(t)$ and in view of (22), we have

$$
\begin{aligned}
x_{u}(t) & =H(t)+\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(u(z)) d z d s d \tau \\
& \leq H(t)+K \int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) d z d s d \tau \\
& \leq H(t)+K\left(\int_{t}^{\infty} q(z) d z\right)\left(\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) d s d \tau\right) \\
& \leq H(t)+K\left(\int_{t_{0}}^{\infty} q(z) d z\right)\left(\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) d s d \tau\right) \leq 2 H(t)
\end{aligned}
$$

(ii) $T_{5}$ is continuous. Let $\left\{u_{n}\right\}, n \in N$ be a sequence of elements of $\Delta$ such that $\lim _{n \rightarrow \infty}\left\|u_{n}-u\right\|=0$. Since $\Delta$ is closed, $u \in \Delta$. The definition of $T_{5}$ yields that

$$
\left|\left(T_{5} u_{n}\right)(t)-\left(T_{5} u\right)(t)\right| \leq \int_{t_{0}}^{\infty} G_{n}(z) d z, \quad t \geq t_{0}
$$

where

$$
G_{n}(z)=q(z)\left|f\left(u_{n}(z)\right)-f(u(z))\right| \int_{t_{0}}^{z} p(s) \int_{t_{0}}^{s} r(\tau) d \tau d s
$$

Thus, we have the following

$$
\begin{equation*}
\left\|T_{5} u_{n}-T_{5} u\right\| \leq \int_{t_{0}}^{\infty} G_{n}(z) d z \tag{23}
\end{equation*}
$$

It is obvious that $\lim _{n \rightarrow \infty} G_{n}(z)=0$ and

$$
\int_{t_{0}}^{\infty} G_{n}(z) d z \leq 2 K \int_{t_{0}}^{\infty} q(z) \int_{t_{0}}^{z} p(s) \int_{t_{0}}^{s} r(\tau) d \tau d s d z
$$

Since $I(q, p, r)<\infty$, applying the Lebesgue's dominated convergence theorem, we obtain from (23) that $\lim _{n \rightarrow \infty}\left\|T_{5} u_{n}-T_{5} u\right\|=0$ which means that $T_{5}$ is continuous.
(iii) $T_{5}(\Delta)$ is relatively compact. It suffices to show that the family of functions $T_{5}(\Delta)$ is uniformly bounded and equicontinuous on $\left[t_{0}, \infty\right)$. The uniform boundedness of $T_{5}(\Delta)$ follows from the facts that $T_{5}(\Delta) \subseteq \Delta$ and $\Delta$ is a bounded subset of $C\left(\left[t_{0}, \infty\right), \mathbb{R}\right)$. Now, we prove that $T_{5}(\Delta)$ is an equicontinuous family of functions on $\left[t_{0}, \infty\right)$.

Let $u \in \Delta$ and $t_{2}>t_{1} \geq t_{0}$. From the definition of $T_{5}$, we have

$$
\begin{align*}
\left(T_{5} u\right)\left(t_{2}\right)-\left(T_{5} u\right)\left(t_{1}\right)= & -\int_{t_{1}}^{t_{2}} r(\tau) \int_{\tau}^{\infty} p(s) d s d \tau \\
& -\int_{t_{1}}^{t_{2}} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(u(z)) d z d s d \tau \tag{24}
\end{align*}
$$

and so, taking into account (22), we obtain

$$
\begin{aligned}
\left|\left(T_{5} u\right)\left(t_{2}\right)-\left(T_{5} u\right)\left(t_{1}\right)\right| & \leq H\left(t_{1}\right)+\int_{t_{1}}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(u(z)) d z d s d \tau \\
& \leq H\left(t_{1}\right)+K\left(\int_{t_{1}}^{\infty} q(z) d z\right)\left(\int_{t_{1}}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) d s d \tau\right) \\
& \leq 2 H\left(t_{1}\right)
\end{aligned}
$$

Since $H\left(t_{1}\right) \rightarrow 0$ as $t_{1} \rightarrow \infty$, for any given $\varepsilon>0$ there exists $T>t_{0}$ such that for all $u \in \Delta$, we have

$$
\begin{equation*}
\left|\left(T_{5} u\right)\left(t_{2}\right)-\left(T_{5} u\right)\left(t_{1}\right)\right|<\varepsilon \quad \text { if } t_{2}>t_{1} \geq T \tag{25}
\end{equation*}
$$

Now, let $t_{0} \leq t_{1}<t_{2} \leq T$. The equality (24) and the facts that $I(p)<\infty$ and $I(q, p)<\infty$ (it follows from $I(q)<\infty$ and $I(p, r)<\infty)$ yield

$$
\left|\left(T_{5} u\right)\left(t_{2}\right)-\left(T_{5} u\right)\left(t_{1}\right)\right| \leq M_{1}\left|t_{2}-t_{1}\right|+K M_{2}\left|t_{2}-t_{1}\right|
$$

where

$$
\begin{aligned}
& M_{1}=\max \left\{r(\tau) \int_{\tau}^{\infty} p(s) d s: \tau \in\left[t_{1}, t_{2}\right]\right\}, \\
& M_{2}=\max \left\{r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) d z d s: \tau \in\left[t_{1}, t_{2}\right]\right\} .
\end{aligned}
$$

Hence, for any given $\varepsilon>0$ there exists $\delta>0$ such that for all $u \in \Delta$

$$
\begin{equation*}
\left|\left(T_{5} u\right)\left(t_{2}\right)-\left(T_{5} u\right)\left(t_{1}\right)\right|<\varepsilon \quad \text { if } \quad\left|t_{2}-t_{1}\right|<\delta . \tag{26}
\end{equation*}
$$

In view of (25) and (26), we are able to decompose the interval $\left[t_{0}, \infty\right)$ into a finite number of subintervals on which every function of the family $T_{5}(\Delta)$ has oscillation less than $\varepsilon$. It follows that $T_{5}(\Delta)$ is relatively compact.

Now, according to the Schauder fixed point theorem there exists $x \in \Delta$ such that

$$
x(t)=H(t)+\int_{t}^{\infty} r(\tau) \int_{\tau}^{\infty} p(s) \int_{s}^{\infty} q(z) f(x(z)) d z d s d \tau, \quad t \geq t_{0} .
$$

It is clear that $x$ is a positive solution of the equation $(N)$ in the class $\mathcal{N}_{0}$ which approaches to zero as $t \rightarrow \infty$, i.e. $x \in \mathcal{N}_{0}^{0}$. The proof is now complete.

Remark 2 Similar investigation of the asymptotic behavior of solutions of the second order differential equations

$$
\left(r(t) x^{\prime}(t)\right)^{\prime}+q(t) x(t)=0 \quad \text { and } \quad\left(r(t) x^{\prime}(t)\right)^{\prime}+q(t) f(x(t))=0, \quad t \geq a
$$

where $r, q, f$ satisfy (H1), (H2), has been given in $[7,9]$ and [8, 9], respectively. We also refer the reader to $[1,13]$ for other results on this topic.

## Acknowledgment

This research has been supported by the grant 1/3005/06 of the Grant Agency of Slovak Republic (VEGA) and by the grant VVGS 25/07-08.

## References

[1] R. P. Agarwal, M. Bohner and W. T. Li: Nonoscillation and oscillation: Theory for functional differential equations, Pure Appl. Math. 267, Dekker, New York, 2004.
[2] M. Cecchi, Z. Došlá and M. Marini: On nonlinear oscillations for equations associated to disconjugate operators, Nonlinear Anal. 30 (3) (1997), 1583-1594.
[3] M. Cecchi, Z. Došlá and M. Marini: Comparison theorems for third order differential equations, Proceeding of Dynam. Systems Appl. 2 (1996), 99-106.
[4] M. Cecchi, Z. Došlá and M. Marini: Some properties of third order differential operators, Czechoslovak Math. J. 47 (122) (1997), 729-748.
[5] M. Cecchi, Z. Došlá and M. Marini: An equivalence theorem on properties $A, B$ for third order differential equations, Ann. Mat. Pura Appl. (IV) CLXXIII (1997), 373-389.
[6] M. Cecchi, Z. Došlá, M. Marini and G. Villari: On the qualitative behavior of solutions of third order differential equations, J. Math. Anal. Appl. 197 (1996), 749-766.
[7] M. Cecchi, M. Marini and G. Villari: Integral criteria for a classification of solutions of linear differential equations, J. Differential Equations 99 (1992), 381-397.
[8] M. Cecchi, M. Marini and G. Villari: On some classes of continuable solutions of a nonlinear differential equation, J. Differential Equations 118 (1995), 403-419.
[9] M. Cecchi, M. Marini and G. Villari: On the monotonicity property for a certain class of second order differential equations, J. Differential Equations 82 (1) (1989), 15-27.
[10] J. Džurina: Asymptotic properties of the third order delay differential equations, Nonlinear Anal. 26 (1) (1996), 33-39.
[11] J. Džurina: Asymptotic properties of third order differential equations with deviating argument, Czechoslovak Math. J. 44 (119) (1994), 163-172.
[12] I. Kiguradze: On asymptotic properties of solutions of third order linear differential equations with deviating arguments, Arch. Math. (Brno) 30 (1994), 59-72.
[13] G.S. Ladde, V. Lakshmikantham and B.G. Zhang: Oscillation theory of differential equations with deviating arguments, Pure Appl. Math. 110, Dekker, New York, 1987.
[14] I. MojSEJ: Asymptotic properties of solutions of third-order nonlinear differential equations with deviating argument, Nonlinear Anal. (2007), doi:10.1016/j.na.2007.04.001.
[15] I. Mojsej and J. Ohriska: On solutions of third order nonlinear differential equations, Cent. Eur. J. Math. 4 (1) (2006), 46-63.
[16] I. Mojsej and J. Ohriska: Comparison theorems for noncanonical third order nonlinear differential equations, Cent. Eur. J. Math. 5 (1) (2007), 154163.
[17] J. Ohriska: Oscillatory and asymptotic properties of third and fourth order linear differential equations, Czechoslovak Math. J. 39 (114) (1989), 215-224.
[18] N. Parhi and S. Padhi: On asymptotic behavior of delay differential equations of third order, Nonlinear Anal. 34 (1998), 391-403.
[19] N. Parhi and S. Padhi: Asymptotic behaviour of a class of third order delay differential equations, Math. Slovaca 50 (3) (2000), 315-333.
[20] Ch. G. Philos and Y. G. Sficas: Oscillatory and asymptotic behavior of second and third order retarded differential equations, Czechoslovak Math. J. 32 (107) (1982), 169-182.

## Recent IM Preprints, series A

## 2003

1/2003
2/2003
3/2003
Cechlárová K.: Eigenvectors of interval matrices over max-plus algebra Cechlárová K.: A problem on optimal transportation

## 2004

1/2004 Jendrol' S. and Voss H.-J.: Light subgraphs of graphs embedded in the plane and in the projective plane - survey
2/2004 Drajnová S., Ivančo J. and Semaničová A.: Numbers of edges in supermagic graphs
3/2004 Skřivánková V. and Kočan M.: From binomial to Black-Scholes model using the Liapunov version of central limit theorem
4/2004 Jakubíková-Studenovská D.: Retracts of monounary algebras corresponding to groupoids
5/2004 Hajduková J.: On coalition formation games
6/2004 Fabrici I., Jendrol' S. and Semanišin G., ed.: Czech - Slovak Conference GRAPHS 2004
7/2004 Berežný Š. and Lacko V.: The color-balanced spanning tree problem
8/2004 Horňák M. and Kocková Z.: On complete tripartite graphs arbitrarily decomposable into closed trails
9/2004 van Aardt S. and Semanišin G.: Non-intersecting detours in strong oriented graphs
10/2004 Ohriska J. and Žulová A.: Oscillation criteria for second order non-linear differential equation
11/2004 Kardoš F. and Jendrol' S.: On octahedral fulleroids

## 2005

1/2005 Cechlárová K. and Val’ová V.: The stable multiple activities problem
2/2005 Lihová J.: On convexities of lattices
3/2005 Horňák M. and Woźniak M.: General neighbour-distinguishing index of a graph
4/2005 Mojsej I. and Ohriska J.: On solutions of third order nonlinear differential equations
5/2005 Cechlárová K., Fleiner T. and Manlove D.: The kidney exchange game
6/2005 Fabrici I., Jendrol' S. and Madaras T., ed.: Workshop Graph Embeddings and Maps on Surfaces 2005
7/2005 Fabrici I., Horňák M. and Jendrol' S., ed.: Workshop Cycles and Colourings 2005

2006
1/2006 Semanišinová I. and Trenkler M.: Discovering the magic of magic squares
2/2006 Jendrol' S.: NOTE - Rainbowness of cubic polyhedral graphs
3/2006 Horňák M. and Woźniak M.: On arbitrarily vertex decomposable trees
4/2006 Cechlárová K. and Lacko V.: The kidney exchange problem: How hard is it to find a donor ?

5/2006 Horňák M. and Kocková Z.: On planar graphs arbitrarily decomposable into closed trails
6/2006 Biró P. and Cechlárová K.: Inapproximability of the kidney exchange problem
7/2006 Rudašová J. and Soták R.: Vertex-distinguishing proper edge colourings of some regular graphs
8/2006 Fabrici I., Horňák M. and Jendrol' S., ed.: Workshop Cycles and Colourings 2006
9/2006 Borbel’ová V. and Cechlárová K.: Pareto optimality in the kidney exchange game
10/2006 Harminc V. and Molnár P.: Some experiences with the diversity in word problems
11/2006 Horřák M. and Zlámalová J.: Another step towards proving a conjecture by Plummer and Toft
12/2006 Hančová M.: Natural estimation of variances in a general finite discrete spectrum linear regression model

2007
1/2007 Haluška J. and Hutník O.: On product measures in complete bornological locally convex spaces
2/2007 Cichacz S. and Horňák M.: Decomposition of bipartite graphs into closed trails 3/2007 Hajduková J.: Condorcet winner configurations in the facility location problem
4/2007 Kovárová I. and Mihalčová J.: Vplyv riešenia jednej difúznej úlohy a následný rozbor na riešenie druhej difúznej úlohy o 12-tich kockách
5/2007 Kovárová I. and Mihalčová J.: Prieskum tvorivosti v žiackych riešeniach vágne formulovanej úlohy
6/2007 Haluška J. and Hutník O.: On Dobrakov net submeasures
7/2007 Jendrol' S., Miškuf J., Soták R. and Škrabuláková E.: Rainbow faces in edge colored plane graphs
8/2007 Fabrici I., Horřák M. and Jendrol' S., ed.: Workshop Cycles and Colourings 2007
9/2007 Cechlárová K.: On coalitional resource games with shared resources

2008
1/2008 Miškuf J., Škrekovski R., Tancer M.: Backbone colorings of graphs with bounded degree
2/2008 Miškuf J., Skrekovski R., Tancer M.: Backbone colorings and generalized Mycielski’s graphs

Preprints can be found in: http://umv.science.upjs.sk/preprints

